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Trying to spread DISease. As she wasted || Nancy is lying, having an ETOH-induced Bullshit! What were Democrats
Millions on sham impeachment dementia moment, and/or lost her notes! doing! Impeachment, impeachment,
DNC bled Social Security...bunch of #NancyLiedPeopleDied Trump Spoke Of impeachment! You can look on the
thieving #PublicServants disgusting Coronavirus In SOTU. Pelosi Tore It Up, Called| | record at all their interviews
#NastyNancy You do not care about It Manifesto Of Mistruths - David Harris Jr where they tell everyone to go on
anyone but yourself! Grandstanding with their social events!
#NancyLiedPeopleDied #NancyLiedPeopleDied

\She really doesn’t care! #PorkFestPelosi ) | #DemocratsHateAmerica )

rrsi-,ED-szmucrat.‘3AreDE:stroyirj,g,Ameri[:a, g (These are what true leaders of the
#DemocratsHate America USA government do. This is the
#NancyChokesWhilePeopleGoBroke spirit of Ameriea, not your democratic
#NancyLiedPeopleDied - divisive political failure to stand
This despotic lawless elected She knew about it the beginning of together. I stand with President
official.. was calling our @POTUS February 2/4 when @realDonald Trump Trump and his team in this attack
a racist when they were committing talked about it in his SOTU speech that on our country & the world
treason and a coup attempt.when he she so disrespectfully ripped up. She went F#United We Stand

| Was banning travel from China. Liarslj Lto Chinatown 2/24. She is an evil woman. | #FPelosiHates Americans

Figure 1: Stance homophily in Twitter. User 1 follows users 2, 3, 4, 5, and 6. All these users carry similar opinion, with user 6’s
tweet showing support to the Republicans while the rest are anti-Democrat. While the tweet posted by user 1 does not link any
entity related to Republican or Democrats directly to some polarity words (thereby making the stance classification difficult),
a classification framework with the knowledge of the rest of the tweets can break the ambiguity.
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Figure 2: Training process of SANDS. Classifiers C; and C; in-
dependently predict the stance for a tweet from user u;. In
parallel, the classifiers generate pseudo-label sets {y{ () }
and {y’{r )y }, respectively from the recent tweets by fol-
lowees of u;. After majority voting, lables s: and sé are se-
lected from pseudo-labels. C; is optimized using the label
generated by C, and vice versa. Additionally, annotated la-
bels [} (if present) of the tweet are also used to compute loss
and optimize the classifiers.
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Figure 7: Fully expanded view of the convolutional model
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dependently predict the stance for a tweet from user u;. In J : i ]
P yp a3 s , I Finally, we apply max-pooling over {x?" } to compute the combined

> \representation of the hashtags, ZH,
and {y’{r Y7y respectively from the recent tweets by fol- S e e e = = === - -
lowees of u;. After majority voting, lables s: and sé areges =202 uTm T mm oem omm o e e oem ==
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parallel, the classifiers generate pseudo-label sets {y{ (

/hit; = Maxpool(ReLU(Conv(h;))).

lected from pseudo-labels. C; is optimized using the label I b oow w w 1
generated by (3, and vice versa. Additionally, annotated la- Zy = LayerNorm([Z7 : Z,o 1+ Zegny s Zegnes]) |
bels [} (if present) of the tweet are also used to compute loss l 1 = Softmax(Wp1Zy + Bp) |

]

and optimize the classifiers.
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Figure 2: Training process of SANDS. Classifiers C; and C; in-
dependently predict the stance for a tweet from user u;. In
parallel, the classifiers generate pseudo-label sets {y{ () }
and {y’{r )y }, respectively from the recent tweets by fol-
lowees of u;. After majority voting, lables s: and sé are se-
lected from pseudo-labels. C; is optimized using the label
generated by C, and vice versa. Additionally, annotated la-
bels [} (if present) of the tweet are also used to compute loss
and optimize the classifiers.
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Mol StancelsS StancelIN

(D] | [Ds] | 1Ds]| | |Ds] | 1Ds]| | |Ds]
Classes Train-500 | Train-1000 | Train-1500 | Test =05K | =1K | =15K | =05K | =1K | =15K
StancelsS SiamNet 0.39 | 043 | 042 | 012 | 0.14 | 0.13

Pro-Dem 320 654 981 1543 BICE 0.27 | 030 | 033 | 016 | 017 | 0.23
Anti-Dem 9 22 32 46 TAN 038 | 046 | 045 | 0.14 | 0.14 | 017
Pro-Rep 133 259 381 576 SVM 0.37 0.37 0.45 0.13 0.13 0.16
ﬁnti—Rep 13 17 29 46 BERT 0.39 0.50 0.51 0.17 0.17 0.21
Ottics 25 54 77 11 ConvNet 0.37 | 0.43 | 045 | 035 | 0.40 | 0.41
Total — T e — BLSTM 035 | 0.43 | 044 | 031 | 039 | 038
EEanatii LS-SVM 039 | 042 | 044 | 0.18 | 0.19 | 0.18

ST-ConvNet 0.13 0.15 0.16 0.10 0.11 0.11

e aIE ok 1% a2 S ST-BLSTM 013 | 0.16 | 019 | 009 | 012 | 011
Anti-BJP 136 g5 445 680 UST 035 | 0.42 | 041 | 012 | 016 | 0.16
Fro-ING a4 6l B4 155 GCN-ConvNet | 0.41 | 0.45 | 047 | 033 | 035 | 0.40
Anti-INC 2 3 6 15 GCN-BLSTM 039 | 042 | 046 | 036 | 0.41 | 042
Pro-AAP 35 61 99 142 SANDS/Net(C;) | 0.32 | 0.41 | 0.42 | 0.10 | 0.12 | 0.15
Anti-AAP 52 101 163 210 SANDS/Net.(C:) | 036 | 046 | 046 | 028 | 031 | 037
Other 184 351 516 1120 SANDS/Cont(C;) | 0.41 | 0.47 | 049 | 036 | 0.41 | 043
Total 500 1000 1500 2685 SANDS/Cont.(Cz) | 0.47 | 051 | 053 | 038 | 0.44 | 045
Table 1: Class-wise sample distribution in different training SANDS(C1) 0.46 | 047 | 049 | 037 | 0.42 | 0.45
and testing splits of the annotated datasets. SANDS(Cz) 043 | 053 | 053 | 042 | 045 | 087

Table 2: F1 scores of all models with different sizes of labeled
training data on StanceUS and StanceIN.
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.~ ‘l.l' L] e [[]= INC  RAF AAR
0z = - vzl WP ! Figure 4: Comparison of class-wise F1 scores of SANDS(C:)
i ; - 5 with the supervised counterparts, ConvNet and BLSTM on

Fro:-Dem Anti-Dem  ProRep Angl-Rep Other Eae Pro- Anti- PFro-
(L5 =1 ([T INE B Yl

W me e O™ (a) StanceUS and (b) StanceIN. All of these frameworks use
1500 labelled data instances for training. SANDS provides
better prediction performance on samples from minority
classes compared to the supervised ConvNet and BLSTM.
like Pro-INC or Anti-INC, BICE did not predict even a single
sample on the test data.

Figure 3: Comparison of class-wise F1 scores between
SANDS(C:) and best supervised baselines — (a) BERT in US data
and (b) BICE in India data.
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Figure 5: Macro-F1 scores of SANDS(C;) and SANDS(C;) on
test set as training progress on different training splits for
StanceUS and StanceIN. In each case, SANDS provides stable

convergence.
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Classifier pair

(C1, C2)

StanceUS

StancelIN

m-F1 C; | m-F1 C;

m-F1 C; | m-F1

Conv, bi-LSTM
Conv, Conv
bi-LSTM, bi-LSTM
Conv, BERT
BERT, bi-LSTM

0.49 0.55
0.48 0.48
0.52 0.52
0.50 0.52
0.53 0.53

0.45 0.47
0.43 0.43
0.45 0.45
0.44 0.45
0.42 0.45

Table 3: Macro-F1 scores of different classifier-pairs with
SANDS. The size of labelled dataset used for all these pairs

is 1500.
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% unlabeled StanceUS StancelN ] ¥ ) * g
data used m-F1 C; | m-F1 C; | m-F1 C; | m-F1 C; g ™ g 10° "~
100 0.49 0.55 0.45 0.47 5107, ., % 107] W
80 0.49 0.54 0.44 0.46 s . s | "':,
50 0.46 0.51 0.42 0.43 e '-'4.;-.‘_ 10! Y
30 0.45 0.48 0.42 0.41 100 e e i . —
10 0.45 0.45 0.41 0.39 10° 10} 10? 10° 10} 102 10?
Ma. of tweets MNa. of tweets
Table 4: Macro-F1 scores of SANDS with different amount of
unlabeled data used in semi-supervised phase. The size of Figure 6: Log-log distribution of tweets posted by users in

labeled dataset used is 1500. StanceUS (left) and StancelIN (right).
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